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We report results from simulations of charge and energy dynamics ifgaobrphenylenevinylene

(PPV) and PPV interacting with £§. The simulations were performed by solving the
time-dependent Schdinger equation and the lattice equation of motion simultaneously and
nonadiabatically. The electronic system and the coupling of the electrons to the lattice were
described by an extended three-dimensional version of the Su-Schrieffer-Heeger model, which also
included an external electric field. Electron and lattice dynamics following electronic excitations at
different energies have been simulated. The effect of additional lattice energy was also included in
the simulations. Our results show that both exciton diffusion and transitions from high to lower
lying excitations are stimulated by increasing the lattice energy. Also field induced charge separation
occurs faster if the lattice energy is increased. This separation process is highly nonadiabatic and
involves a significant rearrangement of the electron distribution. In the case of PPV couplgd to C

we observe a spontaneous charge separation. The separation time is in this case limited by the local
concentration of gy molecules close to the PPV chain. 04 American Institute of Physics.
[DOI: 10.1063/1.1763145

I. INTRODUCTION electron-hole pair dressed by a deformation of the laftice.
Time resolved studies of field-induced dissociation of the

Organic polymers possess the ability to convert electricapolaron exciton have been performed in order to get infor-

energy into photon energy and vice vetsa. combinations  mation about, e.g., the binding energy of the exciton. In par-

with the potentially high conducting properties they consti-ticular, it has been shown that the field-induced dissociation

tute an excellent platform for many applications such as oris ultrafast and leads to the creation of a pair of oppositely

ganic light emitting diod€s(OLED) and solar cells:*While  charged polarons on separate chadifd. Sariciftci et al®

the OLEDs have already entered the market, organic solgbund a similar type of ultrafast exciton dissociation in a

cells still have a power conversion efficiency that is too lowppv/G,, system upon excitation of PPV. In this case, the

compared to the inorganic device¥his is partly due to low  dissociation occurs spontaneously, without an external elec-

intrinsic charge carrier mobilities which leads to currenttric field. The excited electron is transferred into the lowest

losses via recombinations. To increase the efficiency of thiginoccupied molecular orbitdLUMO) level of G, a pro-

type of device it is necessary to perform more profound studcess which is found to occur at a sub-picosecond time

ies of the processes that limit the power conversion. Thesgcglel!-13

processes include exciton generation and relaxation, charge The initial phase of charge transport following electron-

separation, and charge transport. Here we study at all thesple separation is included in our simulations. This initial

processes, but most emphasis is put on the exciton relaxatigfhase involves intrachain polaron drift or electron hopping

and charge separation, where the latter is strongly dependepétween G, molecules. More extensive studies of intermo-

on the first. It turns out that highly excited electron-hole pairsiecular transport processes were reported previdtisipd

are much easier to separate than the lower lying excitationsyill be discussed in connection with the results obtained in

We have also studied the effect of adding lattice energy tehis study.

the system, to simulate the effect an increased temperature The paper is organized as follows. The methodology is

can have on charge separation. introduced in Sec. Il and results are presented and discussed
Two ways to achieve charge separation have been simyn Sec. III. Finally, a summary of our findings is presented in

lated here, by applying an external electrical field to polysec. |V.

(para-phenylenevinylene(PPV) or by using the internal

electric field build up in a donor/acceptor complex. It is well Il. METHODOLOGY

known from combined experimental and theoretical studies

that the lowest excited state in PP&s well as in many other The Su-Schrieffer-HeegefSSH modef® is the most

conjugated polymejsis a polaron exciton, i.e., a bound commonly used theoretical model for describing carbon

basedm-conjugated systems. Here we have used an extended

version of the SSH model which includes a three-
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bElectronic address: asajo@ifm.liu.se dimensional description of the system based on internal co-
9Electronic address: sst@ifm.liu.se ordinates(bond distances and bond andfe¥ as well as
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dihedral angles Since the changes in the geometrical vari-whereM is the mass of a CH-groujr a carbon atom in the
ables following excitations or charge transport are smallcase of Gg). The solution of the equation is

these changes can be approximated with linear terms for (qi q‘)
m-electron hopping and classical harmonic terms for the po- ;=i /. _ _ n”_ Hn
tential energy of ther system. In order to keep a realistic Mdn(t <n2n,> [Ka(Von =)+ 2apnn ] .
geometry of the system it is also important to include the
bond angles in the lattice potential. This is done by introduc-
ing a term in the lattice part of the Hamiltonian which takes (ne') o’qu
the energy increase caused by deviations from the ideal ge-

ometry of asp? structure into account. A similar term has ddn

also been included to account for the energy associated with + ; Ka(én— o) a_i
changes in the dihedral angles. For thesystem, however, An

Ipnn
~ > [to—a(ray—a)] 2

the effect of these angles is very small. The hopping term 90,

that describes the energetics of thesystem is therefore +2 K3(0h—6o) ——€E(pnn—1), (4)

restricted to account for changes in theearest neighbor " 90n

bond lengths. whereq!, with i=1, 2, and 3 indicate thg, y, andz coordi-
The SSH Hamiltonian with an additional term describingnates of atorm, e is the electron chargé,; is thex, y, or z

the external electric field has the form component of the external electric fiell, and p,, is an

element in the density matrix. Since the system is close to its
ground state configuration, the term which includes the de-
where the electronic part is defined as rivative of the density with respect to a coordinate
(dpnn 194y,) is close to zero and therefore neglected in the
numerical integration.

H(t)=He+Hg+Ha

__ Aty oA atre A
Hei= <%> Caton'Cnr <%> Colto=a(Fnw =a)ICpr - The elements of the density matyx,, (t) are calculated
(1) from
All summations are over nearest neighboring carbon atoms *
. .. ! ()= t)f ) , 5
here denoted bynn’), t,, is the hopping integral between pon (1) Ek YO (1) ©

nearest neighbor carbon atonandn’ andt, is the hopping
at a reference distanee The actual interatomic distances are
denoted by, =|r,—r,/| anda is the electron phonon cou-
pling constant.

In the simulations which include an external electric
field E the following term has been added to the electronic ih|\P(t))=(He,+HE)|\If(t)). (6)
part of the Hamiltonian,

wheref, is the time-independent distribution function being
0, 1, or 2 depending on initial state occupation dgg(t)}
=|W¥(t)) are the solutions to the time-dependent Sehro
dinger equation:

In order to understand the behavior of the electron dy-
Ata namics we introduce an expansion of these wave functions in
He= —e; Fo'E(CrCn=1). (@ a2 basis of instantaneous eigenfunctiopg,
The field is constant both spatially and in time after a smooth ()= o, e (1),
turn on* K

The rest of the interactions in the system are describe%1ere the instantaneous orbitalp(!

. =|¢p)) are obtained
classically as:

from the solution to the time-independent Salinger equa-
R K, K, tion:
Hiae=—5" Mo — )2+ —- — ¢o)?
latt 2 <%>( nn ) 2 ; (¢n ¢O) (HeI+HE)|(P>:6|<P>-

K Transitions between the instantaneous eigenstates are

+7E (6n— 60)°. made possible by the description in terms of the time-

" dependent equation, which is not possible for “adiabatic dy-

Here K;, K,, and K; are harmonic spring constants ac- hamics” with fixed level occupation. The time-dependent oc-

counting for o-bond forces,$, denotes an angle in which Cupation number of the instantaneous eigenstqtes given

atomn participates, and, is a dihedral angle to which atom b
n contributes. All summations are over unique distances and

angles to avoid double counting of these energy contribu- nk(t)=2 frr| e (D)2 )

tions. The anglesp, and 6, are those of the “relaxed” K

ground state geometrigee further beloy This occupation number will be used to characterize the na-
The equation of motion for the atoms is ture of the electronic relaxations in highly excited systems.

The values used for the parameters entering the equa-

M= _an<q’|H|\P>’ 3 tions introduced above can be found in Table |. The values
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TABLE I. SSH parameter values for PPV ang,C

Parametémolecule PPV (5%
to (eV) 2.66 1.91
a (eVIR) 8.5 5.0
a(A) 1.398 1.438 2
K, (eV/IA?) 99.0 42.0 n
K, (eVirad) 70.0 8.6/7.0°
K; (eVirad) 200.0 200.0
M [eV(as/A?] 134 931260 1.0 124 484533 7.0

%¥or a pentagon angle.
bfor a hexagon angle.

Time [fs]

were partly obtained from Mizes and Conw&llor the PPV
and from Youet all® for the Go. Some parameters are new FIG. 1. Time evolution of the bond length order parameter for a 20 PPV unit
and others are altered in order to fit experimental values of"9 chain excited from HOMO to LUMO.
the band gap and the bond distances. In principle, the param-

eter values should be different for different types of bonds i

S e ncompound. The results from the simulation, in terms of the
PPV However, for simplicity the same values ©f and «

X ) calculated changes in the bond lengths along the PPV chain
were used for the different bonds in both PPV ang.C oo 5 fynction of time, are shown in Fig. 1. The simulation

Different spring constants,, are used for the phenylene part g, 154t t=0) with a vertical electronic excitation from the
and the single and double bonds in the vinylene part. Thejghest occupied molecular orbittlOMO) to LUMO. This
Interaction betW_ee’? PPV-PPV ar_1d PPYo@ defined only oy citeq state is delocalized over essentially the whole sys-
via hopping, whichis set to 0.1 eM‘ PPV’PP\Z and 0.2eV o After~15 fs, the excited electron together with the hole
(in PPV-Gy) between nearest neighbor sites on the two subj, e HOMO level localize to the center of the chain and

systems. N ) ) form a polaron exciton with a width of approximately four
When optimizing the starting geometries of the mol-,0 v jene-vinylene repeat units. This extremely fast process
ecules we minimized the total energy with respect 10 thg ¢ ot heen resolved experimentally, but it was concluded
atomic positions in all thrge dlmenS|ons_, with the constralntby Kerstinget al’ that the vibronic relaxations following an
to keep the molecular size constant, i.Bn)(fnw —8)  glectron excitation are much faster than the sub-ps timescale
= 0. For the optimization, the resilient propagati®tPROR which they could resolve. The dark region in the middle of
(Ref. 20 method was used. . the chain defines the region of the polaron exciton. The geo-
The value of, was set to 120.0 1:0r PPV. Forggthe  etrical changes in this region correspond to a local contrac-
pentagon angles were set #y=108.0 and the hexagon jon of the lattice. The excess energy which is released from
angles tod,=120.0°. These values are close o #einitio.  yhe nojaron exciton when it undergoes the rapid structural
HF 6-31G optimized value¥. The reference dihedral angle yejayation is transferred to local acoustic lattice vibrations

0o was that of a planar PPV chain and, in the case®{ @ 5t move up and down the polymer chain with the velocity
was set to make the faces of the icosahedron planar. Tr’@f sound.

exact values depend on the definition of a specific angle.
The atomic positions and the charge density were nu
merically integrated in time by solving the coupled differen-

During a first period of about 1.5 ps essentially no move-
ment of the polaron exciton is observed. There is, however, a

X ; a ) considerable internal dynamics, the position of the electron
tial equations, Eqs(3) and (6) above. This is done using & 5,4 pole wave functions change from side to side of the

eighth order Runge-Kutta integration with step-size coftrol | yice defect. The atoms within the region of the polaron

which in practice means a time step of less than 10 as. Thgyiion are also vibrating but these vibrations are trapped by
global time step” is 1 fs. the excitoR? and there is no collective movement of the
defect. After~1.5 ps, however, the exciton suddenly starts to
Il. RESULTS move along the chain with a velocity 6f0.2 A/fs. As sug-
gested by Onsagét,this motion follows a stocastical pat-
tern, very similar to a Brownian type of motion and is caused
The simulations presented here describe the evolution dfy scattering of the polaron exciton by the phonons that exist
the PPV system following an excitation of the electronic sys-outside the region of the exciton.
tem. The most relevant initial state geometry to use in this To further investigate the effect of these external
type of simulation is the equilibrium geometry of the ground phonons we let the chain contain some excess initial energy.
state of the system. We will also discuss the effect of arThis can be done in several ways, either by initially displac-
initial state in which some lattice vibrations have been ex-ng individual atoms from theifneutra) ground state posi-
cited, which simulates the effect of a finite temperature.  tions, and/or by giving the atoms initial velocities. Both these
The first system to study here is a single chain with 20starting conditions will, after a few femtoseconds, result in
repeated unit§158 carbon atoms This is about the maxi- more or less the same type of lattice excitation, namely a set
mum conjugation lengths that can be achieved in a PPVWf incoherent phonons simulating a nonzero initial tempera-

A. Single and multiple PPV systems
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. . . FIG. 3. Same as Fig. 1 but for a HOMQ-LUMO+1 excitation.
FIG. 2. Same as Fig. 1 but with extra lattice energy.

ture of the lattice. Here, the excess energy is introduced itwo regions merge into one. This transition is associated with
the form of random initial displacements of the individual an electronic transition from LUM®1 to LUMO of the
carbon atoms. The total excess energy which is added to thexcited electron and a corresponding transition of the hole
system in this way is 1 eV or about 6 meV per carbon atomfrom HOMO—1 to HOMO. If we go further and excite from
This extra energy causes the exciton to move within a shortddOMO—-2 to LUMO+2 we get three regions in which the
period of time after the excitation, in this case+#900 fs.  exciton initially exists. The excited state has a life time of
The bond length order parameter displayed in Fig. 2 shows about 150 fs before it relaxes into the HOMO to LUMO
very clear picture of a random motion of the polaron excitonexcited state. The initial shape of the exciton reflects the
up and down the chain. It is also clear from this picture thatsymmetry of the wave functions, which affect the geometry
the amplitudes of the lattice vibrations are much larger tharaccording to Eq(5). The shorter life time of the exciton is a
in the previous case. Some of the vibrations are quite localresult of a lower energy barrier for scattering out of this state.
ized and originate from the region of the creation of theThe HOMO-3-LUMO+3 excitation first relaxes into the
exciton. In our representation of the order parameter, th&tlOMO—1-LUMO+1 excitation, which takes about 100 fs,
brighter regions correspond to an expanded segment of thend then reach the final excitonic state of the HOMO-LUMO
polymer chain. These regions bounce back and forth over thexcitation.

chain with a speed 0f0.24 A/fs, which for parameter val- The polaron exciton generated by the HOMO to
ues used here corresponds to the sound velocity in the sysUMO +1 excitation starts to move directly after this final
tem. transition(see Fig. 3. In this case, the energy released by the

We have also performed calculations for shorter chainselectron during the relaxation process generates enough
As one can expect, the polaron exciton starts to move fastgghonons to scatter the polaron exciton and give it a nonzero
in this case. The reason for this behavior is that the polaromelocity. Note that complete relaxation to the ground state is
exciton occupies a larger fraction of the chain and scatteringot allowed in our model due to symmetry restrictions. How-
by lattice vibrations therefore become more frequent. ever, this dipole allowed transition is very slow, of the order

Similar effects can be seen in a system where instead aff microsecond$? compared to the time scale of the relax-
moving one electron from the HOMO to LUMO we put an ation processes studied heré€Some transitions between
extra electron in the LUMO and in such a way we create arhigher lying states are also only dipole allowed which might
electron polaron. This situation corresponds to the case wheaffect the relaxation process slighilydowever, we believe
an electron is injected into the polymer chain either from arthat our simulation gives a qualitatively correct description
electric contact or when the electron is hoppimmder the of the fast excitation dynamics of PPV.
influence of an external fieldrom a neighboring polymer Above we have discussed the relaxation process in terms
chain. The polaron will behave in the same way as the excief electronic relaxation and generation of lattice vibration,
ton but the time span before it starts to move is much largei.e., thermalization of hot excitations. The vibrations that
In a simulation similar to that shown in Fig. 1 the scatteringcouple most strongly to the electronic system are of course
time out of the equlibirium position of the polaron in the those that affect the bond lengtlfisee Eq.(5)], whereas
middle of the chain is~3 ps. This is natural since the excessbending modes do not enter explicitly this type of coupling.
energy associated with the extra electron is smaller than iQuantitatively, we find most of the C—C stretching modes in
the case of the HOMO to LUMO excitation, and there arebands around 1400 and 2400 cmThe numerical values of
therefore less phonons that can interact with the electron pahese frequencies are, as in the case of the sound velocity
laron. discussed above, of course dependent on the parameters that

If we take the next symmetric excitation, the HOMQ  are used in the Hamiltonia(see Table ). In our model we
to LUMO+1 level, the exciton is more delocalized over the have not optimized these parameters to fit experimental data
chain(see Fig. 3 There are two regions along the chain to for these frequencies. Experimentally, these most predomi-
which the exciton initially is localized. After=400 fs these nant C—C stretching modes of PPV are found in bands
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around 1330 and 1628 ¢th?® The difference between our
results and the experimental data is partially due to the fact
that we do not include the hydrogen atoms explicitly. There-
fore, any contribution to the vibrational modes coming from i
degrees of freedom associated with these atoms will be ab- b 1.00
sent in our model. The effect of these errors in vibrational
frequencies on the results of our simulations is difficult to
estimate. Since the frequencies are too large in our model the
energy stored in the lattice is also larger than in the real
system. This indicates that the energy transfer from the elec-
tronic system, in the case of hot excitations, is too fast in our
simulations. FIG. 4. Atomic charges in a system of two 20 unit long PPV chains excited
In order to include the effect of inter chain interactions from HOMO to LUMO with an electric field strength of 2.8 mV/A applied
into our simulations we have performed studies on a systeralong the chain direction. The sites along the two chains are displayed after
consisting of two identical PPV chains, both with a length of2ch other on one of the horizontal axis.
20 repeat units. The two chains have an overlap of five repeat

units and are electronically coupled to each other via a near- i S .
est neighbor interaction set to 0.1 eV. mation concerning how the field is distributed over micro-

The initial HOMO to LUMO excitation for the two SCOPIC scales. It is clear, however, that there is a lower limit

chain system is distributed over both chains and localized t§' € fie7|d strength for which dissociation Cii; occur. Kerst-
the region of the overlap. This localization reflects the spatial"d €t @l reported values of around 5 mV/A in péphe-
distribution of the HOMO and LUMO orbitals. After a very NylPhenylenevinyleng which is in quite good agreement
short time period, about 20 fs, the exciton is transferred tdVith the results of our simulation, whereas Kheinal.” ob-

one chain but still localized to the overlap region. With two {@in€d & threshold value of around 10 mV/A In MEH-PPV.
identical chains the localization to a single chain is arbitrary, __A9ain, itis very interesting to see how an increase in the
Otherwise, with two chains of different lengt20 and 16 initial Ia'tt|ce .energy(hlgher temp.eraturesa.ffects the charge
repeat units in our simulationthe exciton appears on the SeParation time. We perform this study in the same way as
longer chain. Similarly, when exciting from HOMEL to above, we add an |_n|t|al average lattice e_nergy_of 6 me\/_ per
LUMO+1 we get an excitation localized to two different 210mM(1 eV per chaipand then start the simulations. In Fig.
regions, one in the middle of each chain. Afted00 fs the 5 is shown how the charge separation is affected. The exciton
excitation relaxes down to the HOMO-LUMO polaron exci- dissociation occurs earlier for the system with more energy
ton. In contrast to the case of a single chain, the energy of thBUt the electron/hole ratio converges to a slightly lower
lattice vibrations is not enough to scatter the exciton out o¥/@lUu€. This enhancing effect of temperature on photo con-
the potential well of the overlap in any of these two casesductivity has also been observed experimentally by, e.g.,
We need an excitation from HOMER to LUMO+2 to get

Elec. dens.

250 Time [fs]

Frankevichet al?® It has also been discussed by Arkhipov
enough excess lattice energy to create a mobile exciton. et al>" that the vibrational heat path contributes to the escape
of the charges from the potential well formed by the super-
B. Charge separation in PPV pos_ition of the Coulqmb_ and e_xternal field. Ar_w even more
) rapid charge separation is obtained by increasing the excita-
S n order to generate charge carriers by means of separgpn energy[Fig. 5, curve(c)] to that of the HOMG-1 to
tion of the electron from the hole, we apply an external elec{ ymo +1 energy separation. In this case the charge separa-

tric field to the PPV system. We use the double chain systemion occurs within 100 fs. It should be noted that the addi-
in these studies since intrachain electron-hole separation is

unrealistic?® The field is applied parallel to the chain direc-
tion and is turned on smoothly so that the maximal electric 1
field is achieved within~=80 fs.

The field is first applied to a system which has been
excited from the HOMO to the LUMO level. From the stud- 0.5
ies presented above we know that this excitation will result
in a polaron exciton. For a field strength of 2.8 mV/A there is
a nearly complete charge separation aft&00 fs. The result
of this simulation is shown in Fig. 4. As the field strength is
increased, the delay time is reduced, for 3.5, 4.2, and 5.5 -0.5}
mV/A it takes 200, 125, and 100 fs, respectively. This de-
pendence on electrical field for photo conduction is in accor- oo T ws
dance with experimental results obtaifgtf (and predicted 0100 200 300 400 500
by Onsagée?). For lower field strength than 2.8 mV/A the Time [fs]
separation time gets very long, e.g., at 2 mV/A there OCCUIZEIG_ 5. Net chargegéin units of —|e|) for the two chains with a 2.8 mVv/A

no splitting within 2 ps. A direct comparison with experi- fieiq, (3 HOMO-LUMO excitation, (b) HOMO-LUMO excitation with 2
mental data is very difficult to make since there is no infor-eV extra lattice energy per chain, atgd HOMO—1-LUMO+1 excitation.

Charge [e]
=)
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Occ. number

500

Charge [e]

155

%50 .
Orbital Time [fs]

165 0

_ _ o _ 0 200 400_ 600 800 1000
FIG. 6. The instantaneous occupation numbers for the simulation shown in Time [fs]

Fig. 4.

FIG. 7. Net chargesin units of —|e|) for the PPV-G, system. The solid
line shows the net charge on PPV, the dashed liggrCcontact with PPV,
and the solid line with circles the secongy@nolecule.

tional total energy is smaller in this case than in the case of o
adding lattice energy. However, by affecting the electronicC: Charge separation in PPV C 4,

system directly, the energy barrier for charge separation is One way to separate the exciton without an external
obviously much lower which explains the fast separation fol-electric field is to use an electron acceptor such @33G'he
lowing the HOMO-1 to LUMO+1 excitation. This behav- Cgz, LUMO level lies below the LUMO of PPV. If the inter-
ior has also been observed experimentally by Keamal®  action between these two levels is sufficient it is possible that
who studied the flourescence quenching in MEH-PPV as ¢he exciton on a PPV chain disassociate and the electron
function of excitation energy. They concluded that themoves onto the & with the hole left on the PPV chalff.
threshold field strength for flourescence quenching is low-The systems we use consist of one PPV with 20 repeat units
ered for higher excitation energies and that higher-energgnd one, two, or three g molecules. First we discuss the
excitons are more easily dissociated into electron-hole pairéase of a single g molecule located at the middle of the
by the field. PPV at a distance of 4 A. Exciting an electron from HOMO
Using the time-dependent occupation numbg(t) in-  to LUMO on the PPV chain leads to the creation of a polaron
troduced in Eq(7) we can get information concerning the €Xciton(see above Within a few integration time steps the
electronic degrees of freedom during the charge separatiddJMO level of PPV will start to hybridize with the £
process. These occupation numbers are displayed in Fig. 6 8€Pitals. Thus, the g molecule is affected within a very
a function of time. As discussed abovg(t) are obtained by ~Short period of.t|méj’. However, the time for a complete
projecting the solutions to the time-dependent Sdimger ~ Charge separation is much longer. The relaxed system
equation onto the manifold of eigenstates obtained from 4€aChes maximum separation in approximately 1 ps. Similar
solution of the time-independent ScHinger equation using to the S|mul'at|ons preser)ted above we have added lattice
the instantaneous atomic positions.tAt0, these occupation energy to this system. This energy naturally lowers the bar-

numbers are the expected, namely, single occupancy of thr(iaer f(.)r charge separ_atioq but it 6.“50 allows for the reverse
. . . reaction. The result in this case is that the polaron exciton
spin degenerate HOM@rbital 158 and the LUMO(orbital moves back and forth between PPV ang.CThe extra en-
159 levels. Dgnn_g the time interval up to 150 s, thgre 'S ergy in the system makes the hybridized levels move up and
hardly any redistribution of the electrons among the dlﬁerenhown which causes the electron to switch between the mol-
orbitals, which indicates that the dynamical behavior up 10,cules which has the lowest LUMO level. Evidently, in the
this point is an adiabatic process. During the period of charggase of a system with only onegOmolecule, the system is
separation, however, the electrons redistribute significantlyyq small for the charge carriers to be able to separate com-
the hole moves from the HOMO to the HOMQ. level and pletely.
the electron is promoted to higher lying orbitals. The extra gy introducing one or two additional g molecules the
energy required for this redistribution comes from the extersityation changes quite dramatically. The additional ful-
nal electric field. After the separation is completed, the electerenes are located in such a way that there is no contact
tron distribution is again relaxed and corresponds approXipetween these molecules and the PPV chain. The time for the
mately to the initial single occupancy of the HOMO and charge dissociation to occur can be seen in Fig. 7. The net
LUMO levels. Note, however, that these levels now are locharge on the & in contact with PPV is shown as the dashed
calized at the respective chain ends and not in the overlagne in the graph, the solid line showing positive charge rep-
region as initially. The very rapid electron-hole separationresents the net charge on PPV. Evidently, charge separation
following the HOMO-1 to LUMO+1 excitation can be un- starts immediately after the electronic excitation. After 100 fs
derstood from this picture of charge separation since in thathere is a net positive charge of Qwdcharges on the PPV
case, the system is already in the excited state which is reshain. This rapid process leads to induced vibrations on the
quired for this process to occur. Cgo molecule, in agreement with experimental d&tahis

Downloaded 23 Sep 2008 to 129.187.254.46. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/jcp/copyright.jsp



J. Chem. Phys., Vol. 121, No. 3, 15 July 2004 Photo-excited poly(para-penylenevinylene) 1607

1 - : ; ' g the polaron exciton starts its motion within a shorter period
of time after the excitation has occurred. We have also stud-
ied the dynamics following electron excitation to higher en-
ergy levels. In this case the electron relaxes down to the
HOMO-LUMO excited state and a moving polaron exciton
is created within 0.5 ps after the initial excitation.

In the second part of our work we study the dynamics of
electron-hole(charge separation in excited systems includ-
ing PPV and G,. In a system consisting of two coupled PPV
chains separation depends crucially on the strength of the
applied electric field. Below a field strength of 2.0 mV/A we

0.5¢

Charge [e]
(=)

]
©
(&)

‘10 200 400 600 800 1000 do not observe any charge separation whereas at 2.8 mV/A

Time Ifs charge separation occurs within 250 fs. The process of

FIG. 8. Same as Fig. 7 but with a 2.8 mV/A field applied perpendicular toCharge separation involves a red|str|bu't|or_1 Of,the e|ECtron,S
the PPV chain axis. among the energy levels. This process is field induced but is

also strongly dependent on the lattice enefggmperaturg

and the excitation energy. An increase in these two types of
net charge increases up to a maximum value~@.8 u  energies both lead to a shortening of the separation time.
charges within 500 fs. After this charge separation process, In excited PPV and g, finally, the electron-hole sepa-
the net charge on PPV remains essentially constant. Thetion is observed to occur spontaneously. The process starts
electron is transferred to thesgdimer where it moves back immediately after excitation of PPV and is completed within
and forth between the two molecules. In the case ofs@ C ~0.5 ps. The efficiency of this process depends crucially on
trimer, the charge separation is even faste800 fs. Conse- the concentration of § molecules in the vicinity of the ex-
quently, we have shown that it is essential to have a concertited PPV chain.
tration of Gy, molecules in the vicinity of the PPV chain in With this quite detailed picture of the dynamical pro-
order to separate the charges completely and within a relaesses following electron excitation in PPV angy @e hope
tively short period of time. that we can stimulate further improvement of the techniques

If we, in addition to the internal field betweersdsand  to achieve charge separation in conjugated systems.
PPV, add an external electric fie{dossibly build up by us-
ing contacts with different Fermi energjei is possible to
move the charge along theggsystem. The field we used ACKNOWLEDGMENT
here was 4 mV/A and aligned along the direction qf, C
dimer which is perpendicular to the PPV chain axis. In Fig. 8
is shown the results of the same simulation as in Fig. 7 bu
with this external field included. The net charge on PPV
increases with approximately the same rate as in the previou;:G vu K. Pakh dA I H Bonl Phve Lt 242201604
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